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1
SECURITY SYSTEMS AND METHODS FOR
SOCIAL NETWORKING

BACKGROUND

The evolution of the web has brought content submissions
to the forefront of public online services. User submissions
including comments, status updates, images, and the like are
now commonplace in virtually all public online services,
including social networking sites, online news articles, and
blogs. A vast majority of material is now provided by end-
users rather than webmasters. As a webmaster, one has the
ability to modify or remove content at will, or to reserve
access to a select community of viewers. An end-user user
posting into a web service, however, normally gives up all
these rights as soon as the content is uploaded.

Users of a public online service who share content on the
site can create serious risks to their own privacy. Not only do
social networking site users face privacy concerns with
respect to the social network site itself having access to, and
possibly ownership of, content posted by its users, but third
party applications and advertisers integrated/linked into the
social networking site may also have access to such content.
Social networking site APIs can allow integration of third-
party software and give third-party developers access to user
data. While these open interfaces enable site enhancements,
there is an important privacy trade off, which many site users
do not appreciate. Thus, social networking sites can pose
serious privacy risks to their users by exposing user data to
third-party developers and advertisers. To allay fears of pri-
vacy violations, some social networking sites provide users
with some access control settings to place restrictions on who
may view their personal information. The introduction of
open APIs to social networks, however, enables such access
control preferences to be circumvented, thus making user
data vulnerable to data mining and other privacy issues.

SUMMARY

Systems and methods may be provided in which end-users
may encode (e.g. encrypt, mask, transform) content posted to
a public Internet service. The systems and methods may
enable end-users to control a policy that governs access to that
content. Private data posted by end-users on public networks,
such as social networking sites or publishing sites that allow
end-users to post comments, may be encoded by the posting
end-user. A browser plugin may be provided on a client sys-
tem to encode the posted data before it is available online and
automatically decode the encoded posts into clear text for
those viewers that are granted the key. In this way, data
security and data control may be provided for end-user post-
ing online. Access to the posted data may be restricted to a
select group of viewers. Data that has already been posted
may be destroyed, for example, by deleting the decryption
key.

Content, such as a written post or image, is often submitted
through a form hosted in a tool such as a web browser.
Examples include the comment forms made available with
most blogs, the Google Gmail web interface or Facebook.

A privacy agent (or software plugin or engine) may be
provided to intercept a post prior to the post being posted/
effectuated. In this way, the content to be posted can be
intercepted and then encoded/encrypted before it is uploaded
and, then decoded/decrypted, according to a given policy,
prior to being rendered. No changes are introduced to the
network infrastructure or the hosted web service
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An end-user equipped with the privacy agent may select to
encrypt the contents of a specified form field after supplying
the content, but before instructing the hosting tool (such as a
web browser) to deliver the content to the web service. Along
with the instruction to encrypt, the end-user may identify the
policy server and policy that will govern the content to be
posted. The end-user may have an account with the policy
server where he or she may establish, and later modify, con-
tent access policies.

The privacy agent may contact the policy server and log in,
given the end-user credentials. The indicated policy may be
fetched and along with it, the content encryption key. This
communication may be cached for re-use or made automatic
with device identity as is common in phones.

The privacy agent may encrypt the content and tag it with
arecognizable identifier, the address of the policy server, and
the policy identifier. This encrypted package may be prepared
in a manner that is likely to be accepted by the server. For
example, textual content could be rendered into hexadecimal
ASCII code surrounded by a header structure. The encrypted
content may then be delivered to the web service.

The web service may deliver the encrypted content to a
rendering environment likely with no knowledge that it has
been altered or needs further processing. However, the same
privacy agent running in the rendering environment may
parse the content prior to display and identify segments that
are to be decrypted by means of the recognizable identifier.

The policy server and policy identifier may be extracted
from the content. The policy server may be contacted to
request a decryption key. If terms of the policy are satisfied,
the decryption key may be delivered to the privacy agent,
which may then decrypt the content and replace the encrypted
blog with the cleartext. To the end-user rendering the content,
this process can be invisible.

Methods and systems for encoding electronic data pub-
lished by a user node may be provided. Contents of an elec-
tronic document may be processed to identify one or more
text input fields. In response to detecting text input at a text
input field that has been identified in the document, a policy
for text input field may be assigned. A unique identifier or tag
assigned to the text input field and a key for encoding the text
input of the text input field may be obtained. In response to
obtaining the unique identifier and the key for encoding the
text input, the text input may be encoded by replacing the text
input with encoded text.

A policy ID may be determined when assigning the policy
that is associated with the text input field. When the text input
at the text input field is detected, the policy ID may be trans-
mitted to a policy node. The policy node may be any type of
computing system, such as a policy server or a cluster of
nodes. The policy node may respond to the receipt of the
policy ID by generating aunique identifier assigned to the text
input field. The policy node may respond to the receipt of the
policy ID by generating a key for encoding the text input at the
text input field. The policy node may respond to the receipt of
the policy ID by transmitting to the publishing user node, the
unique identifier and the key for encoding the text input. The
(1) unique identifier assigned to the text input field and (ii) the
key for encoding the text at the text input field may be trans-
mitted to the publishing user’s node. In another embodiment,
the publishing node may generate the key for encoding the
text at the text input field.

The text input field in the electronic document (e.g.
webpage) may be identified by processing a Document
Object Model (DOM) associated with the electronic docu-
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ment. The system may respond to the identification of the text
input field by attaching a blur even handler to the text input
field.

The text input may be detected at the text input field by the
event handler if the event handler detects an event (e.g.
change event or blur event). For example, if a value associated
with the text input field is modified and the text input field
loses focus, then a blur event may be detected. In response to
detecting a blur event associated with an input field losing
focus, the policy associated with the input field may be deter-
mined. The policy may be a set of terms to be satisfied by a
viewing user node attempting to access the page (to receive
access to a decoded version of the encoded text). If the view-
ing user node accesses the electronic document and the terms
of the policy are not satisfied by the viewing user node, the
encoded text may be replaced with error text at the viewing
user node. If the terms of the policy specify that the viewing
user node is permitted access, the encoded text may be
replaced with cleartext.

The error text may be customizable (defined/configured)
by the publishing node. The publishing node can specify or
select the error text that will appear at the viewing node. The
error text can be defined in the terms of the policy. The error
text that appears can be configured such that it depends on
certain conditions including information known about or pro-
vided by the viewing node.

The terms of the policy may define a user (or a group of
users) that can be granted access to the cleartext. If the view-
ing user node is a member of this access group, the viewing
user node may be granted access to the cleartext.

The terms of the policy may define a user (or a group of
users) which are denied access to the cleartext. If the viewing
user node is amember of the access denied group, the viewing
user node may be denied access to the cleartext.

The terms of the policy may specify an expiration date for
providing access to the cleartext. The terms of the policy may
specify a geographic location associated with the point of
access/operating location of a viewing user node in which
access to the cleartext is granted or denied. The terms of the
policy may require a minimum or maximum age of a user
associated with the viewing user node to grant/enable access
to the cleartext. The terms of the policy may require that the
viewing user node be verified as trustworthy by a machine
health monitoring system to enable access to the cleartext.
The terms of the policy may require that the viewing user
node meet a specified level of cryptographic capability in
order to protect access and use of the decoding key.

The publishing user node may select, from a plurality of
potential policies, which policy is associated with the text
input field. The publishing user node may be able to configure
its policy selection by selecting a specific style for the text
input field. In this way, a particular style may correspond with
a particular policy. When a user at the publishing user node
makes a selection of a specific style for the text input field, this
selection may control which policy is to be associated with
that text input field. The style selected may be, for example,
background color selection. Thus, a selection of a back-
ground color of the text input field may be used to configure
which one of the plurality of potential policies should be
associated with the text input field.

The policy associated with the text input field may allow
the publishing user node to define an encoding method for
encoding the text input at the text input field.

The electronic document may be a webpage provided by a
service provider. The service provider may be a social net-
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working service provider. The text input may be a component
provided by the publisher user node at the social networking
webpage.

The process of encoding of electronic data may be applied
to any content, such as video or image content. For instance,
in response to detecting image or video content uploaded
from a publishing user node, a policy may be assigned that is
associated to the detected content. A unique identifier may be
assigned to the detected content. A key may be obtained for
encoding the detected content. In response to obtaining the
unique identifier and the key for encoding the detected con-
tent, the detected content may be replaced with encoded
versions of the content.

A computer program product for encoding electronic data
published by a user node may be provided. The computer
program product may include code that is configured such
that when it is executed on a terminal it intercepts the pro-
cessing of an electronic document to identify one or more text
input fields. The code may configure the terminal (processor)
to respond to the detection of text input at one of the text input
fields in the document by assigning a policy to the text input
field. The code may configure the processor to respond to the
receipt of a unique identifier assigned to the text input field
and a key for encoding the text at the text input field by
replacing the text input with the encoded text.

A publishing node may include one or more computer
processors that is configured to intercept the handling of
contents of an electronic document by causing a search for
one or more text input fields in portions of the contents of the
electronic document. In response to the detection of text input
atatext input field in the contents of the electronic document,
a policy associated with the text input field may be assigned.
A unique identifier assigned to the text input field and key for
encoding the text input at the text input field may be obtained
by the publishing node. The publishing node may respond to
obtaining the unique identifier and the key by encoding the
text input and replacing the text input with encoded text.

Systems, methods and computer program products may be
provided for facilitating a policy node with decoding and
encoding of electronic data. A unique postable item may be
obtained by a policy node from a publishing node. The policy
node may respond to obtaining the unique postable item by (i)
generating a decoding key for decoding the postable item, and
(ii) assigning a policy to the postable item. The policy may
define the conditions on which the postable item is accessible
to one or more of viewing nodes. The policy node may
respond to a request form a viewing node to decode the
postable item by determining whether the requesting viewing
node satisfies the terms of the policy.

A decoding key for decoding the postable item into cleart-
extmay be generated by the policy node. The policy node may
transmit the decoding key to a node requesting access to view
a decoded version of the postable item if the requesting node
satisfies the terms of the policy. In another embodiment, the
publishing node may generate the decoding key for decoding
the postable item into cleartext.

Systems, methods and computer program products may be
provided for decoding electronic data a viewing user node. A
user node that is processing an electronic document having
encoded text may be detected. In response to the detection of
the encoded text, control of at least a portion of the electronic
document may be intercepted. A tag (identifier/ID) for the
encoded text may be identified. A policy associated with the
ID may be requested from a policy node. If the terms of the
policy are satisfied, a decode key from the policy node may be
received. In response to receiving the decode key, the encoded
text may be replaced with clear text at the user node.
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In order to incept a portion of the electronic document, the
method/system/computer program product may detect that a
host application executed by a computer processor is about to
load the electronic document. In response, a Document
Object Model (DOM) associated with the electronic docu-
ment may be processed. Portions of the DOM may be modi-
fied/transformed to replace the encoded text with cleartext.

Systems, methods and computer program products for
encoding electronic data published by a user node using
tokens may be provided. The contents of an electronic docu-
ment may be processed to identify one or more text input
fields. In response to detecting text input at a text input field
identified in the document, the detected text input may be
replaced with a token. The detected text input may be stored
at another node, such as a storage node.

BRIEF DESCRIPTION

The foregoing will be apparent from the following more
particular description of example embodiments of the inven-
tion, as illustrated in the accompanying drawings in which
like reference characters refer to the same parts throughout
the different views. The drawings are not necessarily to scale,
emphasis instead being placed upon illustrating embodi-
ments of the present invention.

FIG. 1 is a flow diagram showing the interaction between
example system components according to an optional
embodiment of the invention.

FIG. 2 is a block diagram showing example components
according to an optional embodiment of the invention.

FIG. 3A is a block diagram showing example components
of'a browser plugin according to an optional embodiment of
the invention.

FIG. 3B is a block diagram showing example components
of a content rendering environment according to an optional
embodiment of the invention.

FIG. 4 is a block diagram of example components of a
policy server according to an optional embodiment of the
invention.

FIG. 5 is a block diagram of example components of an
account manager according to an optional embodiment of the
invention.

FIG. 6 is a flow diagram showing an example process of
encoding cleartext according to an optional embodiment of
the invention.

FIG. 7 is a flow diagram showing an example process of
deleting a post according to an optional embodiment of the
invention.

FIG. 8 is aflow diagram showing an example of the process
of decoding encoded content according to an optional
embodiment of the invention.

FIG. 9 is an example screenshot of a portion of an elec-
tronic document having encrypted posts/comments accord-
ing to an optional embodiment of the invention.

FIG. 10A is an example screenshot of a toolbar for a
browser interface in which a user may login to access encod-
ing/decoding features according to an optional embodiment
of the invention.

FIG. 10B is an example screenshot of a toolbar for a
browser interface in which a user has logged in to access
encoding/decoding features according to an optional embodi-
ment of the invention.

FIG. 11 is an example use case diagram of the users (actors)
according to an optional embodiment of the invention.

FIG. 12 illustrates an example computer network or similar
digital processing environment in which the present inven-
tions may be implemented.
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FIG. 13 is a block diagram of the internal structure of a
computer of the network of FIG. 12.

DETAILED DESCRIPTION

A description of example embodiments follows.

The teachings of all patents, published applications and
references cited herein are incorporated by reference in their
entirety.

System Architecture

Example features of embodiments disclosed herein may be
implemented in a software or hardware environment. One
such environment is shown in FIG. 1. In this example, a
system 100 is provided for encoding/decoding information. A
publisher node 102 can access an electronic document (e.g.
webpage, website) using a browser. The publisher node 102
can be, for example, operated by auser who posts information
at a webpage. The webpage may be hosted/provided by an
online service provider 104. The online service provider 104
can be, for example, any website or service, including any
online service provider that enables users to post/share/up-
load information. The online service provider may provide
any type of web-based content creation and management
system that a user can interact with. For example, the online
service provider 104 may be a site that allows users to publish
information/comments. The online service provider may pro-
vide social networking, news, blogging, podcast, product
review, search services, recommendation systems, or other
types of services.

Publishing

When the webpage is requested from the service provider
104, the browser collects all the images (including the page
structure) and stores this data in the browser cache. The
browser renders the webpage and, before the browser draws
the page such that it would be visible on the display of the
publisher node 102, it raises an event indicating that the
browser is about to draw the page. The inventive system 100
includes a browser plugin 300 that provides a listener, which
listens for this event to detect when the browser is about to
draw the page.

Referring to FIGS. 1-3, as the webpage that is requested by
the publisher 102 is rendering at the browser, the system 100
parses the webpage content for text input fields (e.g. text input
entry boxes or forms). For example, processes, which may be
implemented in a component, such as a browser plugin 300,
are executed at the user/publisher’s computer, to process the
content of the webpage in order to detect one or more text
input fields in the webpage content. Thus, in response to
detecting that the browser is about to draw the page at the
publisher node 102, the plugin 300 intercepts control of the
page from the browser. The parser 310 then processes the
page to detect text input fields. The parser 310 identifies all
the text input fields on the page and loops through each field.

The plugin 300 assigns a unique post ID/tag and an event
handler (e.g. an onChange event/blur event handler) to each
text input field identified. The onChange event can be fired
when the content of a text input field changes. The handlers
that are assigned to each text input field are added to the
webpage’s document object model (DOM). Once the unique
post IDs and event handlers have been assigned to the text
input fields, control is then passed back from the plugin 300
over to the browser and, the webpage is allowed to be drawn
by the browser. Once the browser has resumed control over
the webpage, the browser plugin 300 monitors the webpage
and its associated contents in the background, waiting for the
onChange events to be fired. The plugin 300 monitors the
page to detect the situation where the publisher 102 inputs
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cleartext into a text input field on the webpage and then the
system 100 responds by encoding/encrypting the cleartext
input.

FIG. 6 is a flow diagram showing the process 600 of encod-
ing cleartext (e.g. a post/comment) according to an embodi-
ment. At 612, the page is loaded, and at 614 the system 100
determines whether cloaking (encryption/encoding) is
enabled. If encoding is disabled, then at 616 the webpage is
displayed without any encryption/encoding. If encoding is,
however, enabled then the page is parsed at 620 to detect its
text input fields. An event handler is attached to each of the
text input fields at 622, and the page is displayed at 616.
Events (onChange events) are assigned to each text input field
and are added to the webpage’s document object model
(DOM).

At 622, the onChange event is fired when the content of a
text input field changes (e.g. the field blurs). Specifically,
once the plugin detects that the publisher’s curser exits the
field (e.g. loses focus/blurs), the onChange event is fired and
detected by the event handler. In response to detecting an
onChange event, at 626 components of the system 100 deter-
mine an active policy associated with the text input field. The
policy server 108 receives the unique identifier and key and,
in response, generates three pieces of information (ID for post
628, key for decrypting the post, and a link to a preexisting
policy for decryption). The policy is a collection of terms that
need to be satisfied.

At 630 and 632, the policy server 108 stores the cleartext,
the assigned key, and the post ID associated with that text
input field. The post ID and key are stored at the policy server
108. Return control back to the browser. At 636-640, the
cleartext (e.g. unencrypted text) is replaced with the
encrypted text and the post ID. In response, the browser is
instructed to draw that portion of the page (at the location of
the text input field) with the encrypted text. The user(s), e.g.
the publisher 102 (and any viewer(s) 110), will see encrypted
text once it is posted.

In this way, each text input field detected represents a
unique postable item and for each text input field detected, a
unique identifier/tag is assigned and a key is generated that is
associated with that identifier, which can enable the system
100 to identify that field and encrypt content input in that
field.

Viewing

With publishing (encrypting cleartext), the browser fires
the event and the listener detects the event. With viewing the
page at, for example, a viewing node 110, this occurs in
reverse in that the listener is fired before the page is drawn/
rendered by the browser. Instead of searching for text input
fields as described in FIG. 6, components of the system 100
(e.g. the parser 312) process the page to detect cloaked items.
Referring to FIG. 8, for example, if the plugin 300 is available
at 804, the page is processed at 806 to detect a collection of
characters that identifies a tag for an encrypted post (e.g. to
detect a cloaked or encoded item 808). Once the parser 312
detects the tag/encoded item, it finds a post ID, and looks up
the policy associated with the item at 810.

The system tests the policy’s terms at 812. For example, the
system looks up the policy associated with the post and pro-
cesses the terms of the policy to try to come up with a true/
false. For example, the policy server may consider whether
the user computer node attempting to view the page with the
encrypted content is located the US. The policy server may
also consider whether the viewing computer node is associ-
ated with a particular email address. If the terms of the policy
are satisfied at 814, then the decoding key is sent to the
viewing node 110 so that the encoded item may be decoded at
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818. At 820, the encoded text (cloaked text or tag) is replaced
with the clear text and the page is displayed by the viewing
node 110 at 822. If the terms of the policy are not satisfied,
then at 814 the error text is displayed. Specifically, at 816 the
cloaked item is replaced with the error text. The error text may
be any kind of content. For example, the error text may be
content that is displayed as unreadable; it can be advertise-
ments, an image, a URL, or defined text, e.g. “I do not like
you.” The error text may be customized content provided by
the publishing node 102. FIG. 9 is an example screenshot of
a portion of an electronic document 900 having encrypted
posts/comments 902, which are shown as unreadble.

It should be noted that in one example of the tokenized
embodiment, instead of displaying the error text, the body of
the element (or a pointer to it) is returned since the page
contains the id of the cloaked item.

Example Content Rendering Components

FIG. 3A is a block diagram showing example components
of'abrowser plugin 300 according to an optional embodiment
of'the invention. The plugin 300 may include a parser 312, an
extension manifest component 314, a transformation engine
318, and a preference settings component 316. The parser 312
may be used to process a webpage to detect any unique
postable item (e.g. text input fields or other image/video
content for encoding-publishing) and to parse the webpage
for encrypted/encoded/tagged text (viewing). The unique
postable item/content may be any user-entered and user-con-
trolled text/image/video that is to be cloaked/encrypted/en-
coded.

The extension manifest 314 may provide a specific struc-
ture for the browser that enables events to be declared. For
example, an onload event handler can be defined that detects
when the electronic document/webpage is loaded (e.g.
detects when an onload event is fired); in this way, the plugin
300 can detect when the webpage is being loaded so that it can
process the page for text input fields or other fields that allow
for the creation of unique postable items. The transformation
engine 318 may facilitate changing cleartext into encrypted/
encoded/tagged text (or unencoded content into encoded con-
tent).

The plugin 300 may include a toolbar interface for a
browser. FIG. 10A is an example screenshot of a toolbar for a
browser interface in which a user may login to access encod-
ing/decoding features according to an optional embodiment
of the invention. FIG. 10B is an example screenshot of a
toolbar for a browser interface in which a user has logged in
to access encoding/decoding features according to an
optional embodiment of the invention. As shown in the plugin
toolbar interface, the policy may be defined by selecting a
policy from the drop down menu for “Policy”. The displayed
policy will be the one set as the default for the current site. By
interacting with the toolbar and selecting the specific policy
which is to be applied to the text input (or video/image con-
tent being uploaded by the user/publisher). The toolbar can
allow the user (publisher) to specify whether or not the user
wants to encrypt posts on the current webpage that the user is
accessing. Thus, the plugin 300 can enable proactive trans-
formation of the user’s posts by allowing the user to specify
whether they want to encrypt and, the plugin can enable
reactive transformation of the user’s posts by detecting a post
and prompting the user to specity whether it should be
encrypted.

The toolbar interface may be provided to facilitate encod-
ing/decoding for the user environment (e.g. publishing/view-
ing). The publishing/viewing nodes may interact with a
policy server environment to facilitate encryption/decryption
of content by processing the terms of the policy.
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FIG. 3B is a block diagram showing example components
of a content rendering environment 302 according to an
optional embodiment of the invention. The interaction envi-
ronment 320 may be any type of environment capable of
handling/facilitating the processing of the encoding/decod-
ing of information (e.g. comments or audio/visual content)
posted on a service provider 104 in accordance with embodi-
ments of the present invention. For example, the content
rendering environment may include a plugin 300 executed by
a processor, such as the plugin shown in FIG. 3A. The plat-
form 322 for facilitating processing and implementation of
the content rendering environment may include a browser,
smartphone applications, websites, and the like.

FIG. 2 is a block diagram showing example components
according to an optional embodiment of the invention. The
account manager 210 may provide a collection of information
about the various entities, e.g. the publisher 102, viewer 110,
etc. Such information may include email addresses, account
information, post history, sign in and authentication informa-
tion, etc. The key server 230 stores encoding/decoding keys.
Components of the system 100 (e.g. publisher 102, viewer
110, policy server 108) may interface with the key server to
record and fetch keys.

The ecommerce gateway 220 may provide billing and
invoicing services for the publisher 102 and viewer 110. The
post tracker 250 records or tracks posts made by the publisher
102. The analytics 260 component facilitates analysis/report-
ing of the records recorded by the post tracker.

Policy Server Node

FIG. 4 is a block diagram of example optional components
of'the policy server 108. Policy repository 410 may provide a
database storing policy terms. The terms of the policy may
specify any access terms, for example, whether the user
attempting to view the content is in the US; whether a specific
browser (e.g. Firefox) is used by the user attempting to access
the content; whether the user attempting to access is specifi-
cally excluded from access. For example, a publisher/user
may have a policy specifying restricted access for a particular
user (e.g. user B), such that everyone but User B is able to
view the publishing node’s posts.

The directory interpreter 412 can interface with other
external components/directories to configure policy access
terms for a post. The policy may be defined to deliver access
to specific users identified in some third party system, such as
a corporate directory or online contacts list and, the directory
interpreter can be used to interface with these third party
systems. For example, the publisher may want to restrict
viewing access to the publisher’s Facebook friends. The
directory interpreter 412 may be used to help implement this
portion of the policy by inputting (importing) the publisher’s
Facebook friends. In this way, group access can be created.

The policy enforcement interface 416 may be used to inter-
face with the plugin 300 at the viewing/publishing node(s).
For example, if a publishing node is attempting to encode a
post, the plugin 300 may pass a post, an ID for the post, and a
key to the policy enforcement interface 416 for processing at
the policy node 108. In one example embodiment, the policy
node 108 may be an automated key management server.

The policy node 108 may also confirm that a viewing node
attempting to access contents of an encoded post meets the
terms for the post ID associated with that item. If the terms are
met, then the policy node 108 may return the key. If the terms
are not met, then the request for the key may be denied. If the
key is returned, then the encoded posts are swapped out for
the cleartext at the viewing node. The encrypted text is there-
fore transformed into cleartext.
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The policy may be configured so that viewer access is
limited to viewers having a rendering environment that is a
trustworthy. For example, if the policy node 107 is able to
confirm that the viewing node is trustworthy, the policy node
107 can ensure that the decryption key is likely not to be
compromised, stored or redistributed. For example, the view-
ing node may be considered trustworthy if it has a trusted
hardware environment, such as a trusted platform module.
User Accounts

FIG. 5 is a block diagram of example components of an
account manager 210, 500 according to an optional embodi-
ment of the invention. New user/create account signup may
be provided with an account management component 500,
which interfaces 512 with the browser plugin 300. By setting
up an account, a user can login, for example, using the login
portion of the browser toolbar interface. Login credentials
may be stored in the repository 510 and used to help manage
identity of system users.

Transformation and Tokenization

There are a plurality of potential approaches to encoding
the data. One example approach is transformation, which
involves encoding the content prior to its posting to a third-
party web service (service provider 104). In one embodiment,
the plugin 300 may be designed with an open architecture
platform so that third parties have the ability to insert their
own transformation engine 318. Another potential approach
is tokenization, which involves posting a pointer to the con-
tent and keep the content on the, for example, policy nodes/
servers (or somewhere else).

With transformation, one uses a scheme which can be
resilient as the external web service 104 will handle the data
like normal text and try to format it. One benefit to transfor-
mation is that policy server (or other system) may be config-
ured so that it is not responsible for storing the post and,
therefore, it is not responsible for all the data storage.

With tokenization, an external site receives an id, and that
id provides a pointer to the encoded (tokenized) content,
which can be stored at another node (e.g. a storage node, the
policy server node, or on another system, such as a peer-to-
peer network). One example benefit with tokenization is that
the content may be individually managed; for example, an
unwanted post may be easily removed by deleting the pointer
(token). In one example preferred implementation, one would
apply encryption to the content before it is uploaded to
another node to provide additional safeguards to protect the
data.

In some implementations, tokenization may be more resis-
tant to cryptanalysis, such as to attacks. For example, the
crypto may be more difficult to guess since one would not
need to maintain size and word structure. Further, the integ-
rity of the content would likely be complete (e.g. provided
that the external server returns back the entire 1D, since half
an ID string may be inefficient.)

Further, with tokenization, implementation may be pro-
vided without modifying existing browser systems. There-
fore, browsers can encode/decode using the tokenization
approach with or without a plug-in interface.

A variation on tokenization may involve embedding an ID
in English. A paragraph long sequence of real words, for
example, may provide enough variation to represent a unique
ID. With this configuration, it is possible that the token may
be undetectable by external servers.

Removing Content

Users may be use the system 100 to ensure that they are
able to uncloak content after the encoded version of the con-
tent has been posted to a web service 104. FIG. 7 is a flow
diagram showing an example process of deleting a post
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according to an optional embodiment of the invention. At
704, the page is loaded and at 706 it is process for cloaked
items and displayed 708. The user selects a cloaked item at
710, and requests to delete this item at 712. The policy is
modified to reflect that that post is deleted at 714, and this
information is stored in the repository 716.

FIG. 11 is an example use case diagram of the example
users (actors) of the system 100 and the different functions/
uses of the system 100 that they can perform. In this example,
auser is able to do several functions in the system 100: browse
with cloak support 1124; configure cloak settings for external
sites 1102; cloak a post 1110; revoke a post 1104; browse with
cloak support (plugin support) 1124; browse a page that has
been cloaked been cloaked by the user 1106; configure cloak-
ing policies 1108; create an account 112; configure social
graph 114 (configure groups and relationships between view-
ers that are granted/denied access, etc.); manage their profile
1120; browse someone else’s cloaked page 1122; install the
browser plugin 1118.

Mobile Agent Implementations

A mobile agent implementation of the invention may be
provided. A client server environment on which to enable
mobile security services including features of the invention. It
uses, for example, the XMPP protocol to tether a background
cloaking agent/client on the device to a server. The server can
then issue commands to the phone on request.
Self-Encrypting Hard Drives

Embodiments of the security/cloaking schemes of the
inventions may be implemented using self-encrypting drives.
Such security schemes may be used to help protect against
data loss due to a lost or stolen PC. The Trusted Drive Man-
ager software activates the security that distinguishes a self-
encrypting drive from a standard hard drive. Examples of
such technology are described in, for example, U.S. Pat. Nos.
7,036,020 and 7,426,747, the entire contents of which are
incorporated herein by reference.

Processing Environment

FIG. 12 illustrates an example computer network or similar
digital processing environment in which the present inven-
tions may be implemented. The viewer nodes 110 or pub-
lisher nodes 102 may be client computer(s)/devices 50 a,
b...n (50 generally) and the policy provider 108 and service
provider 104 may be server computer(s) 60 that provide pro-
cessing, storage, and input/output devices executing applica-
tion programs and the like. The viewer 110 and publisher
102’s client computer(s)/devices 50 can also be linked
through communications network 70 to other computing
devices, including other client devices/processes 50 and
server computer(s) 60. A communications network 70 can be
part of a remote access network, a global network (e.g., the
Internet), a worldwide collection of computers, Local area or
Wide area networks, and gateways that currently use respec-
tive protocols (TCP/IP, Bluetooth, etc.) to communicate with
one another. Other electronic device/computer network archi-
tectures are suitable.

Continuing from FIG. 12, FIG. 13 is a diagram of the
internal structure of a computer (e.g., client processor/device
50 or server computers 60) in the computer system of FIG. 12.
Each computer 50, 60 contains system bus 79, where a bus is
a set of hardware lines used for data transfer among the
components of a computer or processing system. Bus 79 is
essentially a shared conduit that connects different elements
of'a computer system (e.g., processor, disk storage, memory,
input/output ports, network ports, etc.) that enables the trans-
fer of information between the elements. Attached to system
bus 79 is /O device interface 82 for connecting various input
and output devices (e.g., keyboard, mouse, displays, printers,
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speakers, etc.) to the computer 50, 60. Network interface 86
allows the computer to connect to various other devices
attached to anetwork (e.g., network 70 of FIG. 1). Memory 90
provides volatile storage for computer software instructions
92 and data 94 used to implement components of the encod-
ing/decoding features of the present inventions. Disk storage
95 provides non-volatile storage for computer software
instructions 92 and data 94 used to implement an embodiment
of the present invention. Central processor unit 84 is also
attached to system bus 79 and provides for the execution of
computer instructions.

In one embodiment, the processor routines 92 and data 94
are a computer program product (generally referenced 92),
including a computer readable medium (e.g., a removable
storage medium such as one or more DVD-ROM’s, CD-
ROM’s, diskettes, tapes, etc.) that provides at least a portion
of the software instructions for the invention system. Com-
puter program product 92 can be installed by any suitable
software installation procedure, as is well known in the art. In
the context of this document, a computer readable storage
medium may be any tangible medium that can contain, or
store a program for use by or in connection with an instruction
execution system, apparatus, or device. In another embodi-
ment, at least a portion of the software instructions may also
be downloaded over a cable, communication and/or wireless
connection. In other embodiments, the invention programs
are a computer program propagated signal product 107
embodied on a propagated signal on a propagation medium
(e.g., a radio wave, an infrared wave, a laser wave, a sound
wave, or an electrical wave propagated over a global network
such as the Internet, or other network(s)). Such carrier
medium or signals provide at least a portion of the software
instructions for the present invention routines/program 92.

In alternate embodiments, the propagated signal is an ana-
log carrier wave or digital signal carried on the propagated
medium. For example, the propagated signal may be a digi-
tized signal propagated over a global network (e.g., the Inter-
net), atelecommunications network, or other network. In one
embodiment, the propagated signal is a signal that is trans-
mitted over the propagation medium over a period of time,
such as the instructions for a software application sent in
packets over a network over a period of milliseconds, sec-
onds, minutes, or longer. In another embodiment, the com-
puter readable medium of computer program product 92 is a
propagation medium that the computer system 50 may
receive and read, such as by receiving the propagation
medium and identifying a propagated signal embodied in the
propagation medium, as described above for computer pro-
gram propagated signal product.

Generally speaking, the term “carrier medium” or transient
carrier encompasses the foregoing transient signals, propa-
gated signals, propagated medium, storage medium and the
like.

Any combination of one or more computer readable medi-
um(s) may be utilized. The computer readable medium may
be a computer readable signal medium or a computer read-
able storage medium.

Computer program code for carrying out operations for
aspects of the present invention may be written in any com-
bination of one or more programming languages, including
JavaSpript, XML, Java, Smalltalk, C++, C# or the like and
conventional procedural programming languages, such as the
“C” programming language or similar programming lan-
guages. The program code may execute entirely on the user’s
computer as a browser plugin, partly on the user’s computer,
as a stand-alone software package, partly on the user’s com-
puter and partly on a remote computer or entirely on the



US 9,047,489 B2

13

remote computer or server. In the latter scenario, the remote
computer may be connected to the user’s computer through
any type of network, including a local area network (LAN) or
a wide area network (WAN), or the connection may be made
to an external computer (for example, through the Internet
using an Internet Service Provider).

Aspects of the present invention are described herein with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems) and computer program prod-
ucts according to embodiments of the invention. It will be
understood that each block of the flowchart illustrations and/
or block diagrams, and combinations of blocks in the flow-
chart illustrations and/or block diagrams, can be imple-
mented by computer program instructions. These computer
program instructions may be provided to a processor of a
general purpose computer, special purpose computer, or other
programmable data processing apparatus to produce a
machine, such that the instructions, which execute via the
processor of the computer or other programmable data pro-
cessing apparatus, create means for implementing the func-
tions/acts specified in the flowchart and/or block diagram
block or blocks.

These computer program instructions may also be stored in
a computer readable medium that can direct a computer, other
programmable data processing apparatus, or other devices to
function in a particular manner, such that the instructions
stored in the computer readable medium produce an article of
manufacture including instructions which implement the
function/act specified in the flowchart and/or block diagram
block or blocks.

The computer program instructions may also be loaded
onto a computer, other programmable data processing appa-
ratus, or other devices to cause a series of operational steps to
be performed on the computer, other programmable appara-
tus or other devices to produce a computer implemented
process such that the instructions which execute on the com-
puter or other programmable apparatus provide processes for
implementing the functions/acts specified in the flowchart
and/or block diagram block or blocks.

The flowchart and block diagrams in the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods and computer program
products according to various embodiments of the present
invention. In this regard, each block in the flowchart or block
diagrams may represent a module, segment, or portion of
code, which comprises one or more executable instructions
for implementing the specified logical function(s). It should
also be noted that, in some alternative implementations, the
functions noted in the block may occur out of the order noted
in the figures. For example, two blocks shown in succession
may, in fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality involved. It will also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks in the block diagrams
and/or flowchart illustration, can be implemented by special
purpose hardware-based systems that perform the specified
functions or acts, or combinations of special purpose hard-
ware and computer instructions.

The corresponding structures, materials, acts, and equiva-
lents of all means or step plus function elements in the claims
below are intended to include any structure, material, or act
for performing the function in combination with other
claimed elements as specifically claimed.

While this invention has been particularly shown and
described with references to example embodiments thereof, it
will be understood by those skilled in the art that various
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changes in form and details may be made therein without
departing from the scope of the invention encompassed by the
appended claims. The terminology used herein was chosen to
best explain the principles of the embodiments, the practical
application or technical improvement over technologies
found in the marketplace, or to enable others of ordinary skill
in the art to understand the embodiments disclosed herein.
For example, the terminology used herein is for the purpose of
describing particular embodiments only and is not intended to
be limiting of the invention. As used herein, the singular
forms “a”, “an” and “the” are intended to include the plural
forms as well, unless the context clearly indicates otherwise.
It will be further understood that the terms “comprises™ and/
or “comprising,” when used in this specification, specify the
presence of stated features, integers, steps, operations, ele-
ments, and/or components, but do not preclude the presence
or addition of one or more other features, integers, steps,
operations, elements, components, and/or groups thereof.

Further, although Unified Modeling Language (UML)
drawings (e.g. use case diagrams, etc.) have been used in
some of'the figures to model and/or describe example features
of the inventions described herein, these drawings are for
purposes of illustration and do not constrain the implemen-
tation of the inventions to any particular hardware or software
implementations.

The service provider 104 can be, for example, any type of
service provider that hosts electronic documents. Example
service providers may include news/media service providers,
such as CNET, or any social networking service providers,
such as Facebook, Twitter, LinkedIn, and the like. Further-
more, although some figures have been described with refer-
ence to the viewer 110 and the publisher 102, one skilled in
the art would understand that in some situations, the viewer
110 and the publisher 102 may be operated by the same user.

What is claimed is:

1. A method of encoding electronic data published by a
publishing user node, the method comprising:

using a listener, detecting when an executing browser is

about to draw a third party webpage at the publishing
user node;

in response to detecting that the third party webpage is

about to be drawn, parsing the third party webpage for
input at a form input field by:

parsing contents of the third party webpage to detect one or

more form input fields;

in response to detecting input at a detected form input field

in the third party webpage, assigning a policy ID asso-
ciated with the detected form input field;

transmitting the policy ID to a policy node to request an

encoding key for encoding the input of the detected form
input field;

receiving a unique identifier assigned to the detected form

input field and the encoding key for encoding the input
of the detected form input field; and

in response to receiving the unique identifier and the

encoding key for encoding the input at the detected form
input field, encoding the input by replacing the input
with the encoded content.

2. The method of encoding electronic data as in claim 1
wherein assigning the policy ID further includes assigning a
policy associated with the form input field.

3. The method of encoding electronic data as in claim 2
wherein the response to detecting input at the form input field
includes transmitting the policy ID to a policy node, the
policy node responding by:

generating the unique identifier assigned to the form input

field;
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generating the encoding key for encoding the input at the

form input field; and

transmitting, to the publishing user’s node, the unique

identifier assigned to the form input field and the encod-
ing key for encoding the form input field.

4. The method of encoding electronic data as in claim 1
wherein the form input field is identified by:

processing a Document Object Model (DOM) associated

with the third party webpage to identify the form input
field; and

responding to the identification of the form input field by

attaching a change or blur event handler to the form
input field.

5. The method of encoding electronic data as in claim 4
wherein the input is detected at the form input field by the
event handler such that the event handler detects a change in
a value associated with the form input field and the identified
form input field loses focus.

6. The method of encoding electronic data as in claim 5
further including responding to the change event associated
with the form input field losing focus by determining the
policy associated with the form input field.

7. The method of encoding electronic data as in claim 1
wherein the policy is a set of terms to be satisfied by a viewing
user node attempting to access the page in order to receive
access to a decoded version of the encoded content.

8. The method of encoding electronic data as in claim 7
wherein if the viewing user node accesses the third party
webpage and the terms of the policy are not satisfied by the
viewing user node, replacing the encoded content with sub-
stitution content at the viewing user node.

9. The method of encoding electronic data as in claim 8
wherein the publishing user node customizes the substitution
content.

10. The method of encoding electronic data as in claim 7
wherein if the terms of the policy specify that the viewing user
node is permitted access, replacing the encoded content with
cleartext.

11. The method of encoding electronic data as in claim 7
wherein the terms of the policy include one or more of the
following that need to be satisfied by the viewing user node:

defining a group of users that are granted access to the

cleartext, where if the viewing user node is a member of
the access group, the viewing user node is granted access
to the cleartext; or

defining a group of users which are denied access to the

cleartext, where if the viewing user node is a member of
the access denied group, the viewing user node is denied
access to the cleartext.

12. The method of encoding electronic data as in claim 7
wherein the terms of the policy specify an expiration date for
providing access to the cleartext.

13. The method of encoding electronic data as in claim 7
wherein the terms of the policy specify a geographic location
associated with the operating location of a viewing user node
in which access to the cleartext is granted or denied.

14. The method of encoding electronic data as in claim 7
wherein the terms of the policy specify a minimum age or a
maximum age of a user associated with the viewing user node
to enable access to the cleartext.

15. The method of encoding electronic data as in claim 7
wherein the terms of the policy require the viewing user node
to be verified as trustworthy by a machine health monitoring
system to enable access to the cleartext.

16. The method of encoding electronic data as in claim 7
wherein the terms of the policy require the viewing user node
to provide a passphrase to enable access to the cleartext.
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17. The method of encoding electronic data as in claim 7
wherein the terms of the policy require the viewing user node
to meet a specified level of cryptographic capability in order
to protect access and use of a decoding key for decoding the
encoded content.
18. The method of-encoding electronic data as in claim 1
wherein the third party webpage is a webpage hosted by a
social networking provider and the input is a comment pro-
vided by the publishing user node at the social networking
webpage.
19. The method of encoding electronic data as in claim 1
wherein the publishing user node selects, from a plurality of
potential policies, which policy is associated with the form
input field by selecting a style for the form input field.
20. The method of encoding electronic data as in claim 19
wherein the publishing user node selects a style for the form
input field, the selected style defining a background color,
where the defined background color specifies which one of
the plurality of potential polices is associated with the form
input field.
21. The method of encoding electronic data as in claim 1
further includes:
in response to detecting image or video content at the form
input field uploaded from the publishing user node,
assigning a policy associated with the detected content;

obtaining a unique identifier assigned to the detected con-
tent and a key for encoding the detected content;

in response to obtaining the unique identifier and the key

for encoding the detected content, encoding the detected
content by replacing the detected content with the
encoded content.

22. The method of encoding electronic data as in claim 1
wherein the policy associated with the form input field allows
the publishing user node to define an encoding process asso-
ciated with encoding the input at the form input field.

23. A computer program product for encoding electronic
data published by a user node, the computer program product
being embodied on a non-transitory computer-readable
medium and comprising code configured so as when executed
to perform operations of:

detecting, via a listener, when an executing browser is

about to draw a third party webpage at the publishing
user node;

in response to detecting that the third party webpage is

about to be drawn, parsing the third party webpage for
input at an form input field by:

parsing contents of the third party webpage to detect one or

more form input fields;

in response to detecting input at a detected form input field

in the third party webpage, assigning, a policy ID asso-
ciated with the detected form input field;

transmitting the policy ID to a policy node to request an

encoding key for encoding the input of the detected form
input field;

receiving a unique identifier assigned to the detected form

input field and the encoding key for encoding the input at
the detected form input field; and

in response to receiving the unique identifier and the

encoding key for encoding the input at the detected form
input field, encoding the input by replacing the input
with the encoded content.

24. A publishing node comprising one or more computer
processors configured to perform operations of:

detecting, via a listener, when an executing browser is

about to draw a third party webpage at the publishing
user node;
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in response to detecting that the third party webpage is
about to be drawn, parsing the third party webpage for
input at a form input by:

parsing contents of the third party webpage to detect one or
more form input fields;

in response to detecting input at a detected form input field
in the contents of the third party webpage, assigning, a
policy ID associated with the detected form input field;

transmitting the policy ID to a policy node to request an
encoding key for encoding the input of the detected form
input field;

receiving a unique identifier assigned to the detected form
input field and the encoding key for encoding the input at
the detected form input field; and

in response to receiving the unique identifier assigned to
the detected form input field and the encoding key for
encoding the input at the detected form input field,
encoding the input by replacing the input with encoded
content.

25. A method of using a policy node to facilitate decoding

and encoding electronic data, the method comprising:

detecting, via a listener, when an executing browser is
about to draw a third party webpage at the publishing
user node;
in response to detecting that the third party webpage is
about to be drawn, parsing the third party webpage for
input at a form input field by:
parsing contents of the third party webpage to detect one
or more form input fields;
in response to detecting a posting of a unique postable
item, at a detected form input field in the contents of
the third party webpage: and
responding to the receipt of the postable item by (i)
generating a decoding key for decoding the postable
item, and (ii) assigning a policy for the postable item,
the policy defining conditions on which the postable
item is accessible to one or more viewing nodes; and
responding to a request from a viewing node to decode the
postable item by determining whether the requesting
viewing node satisfies the terms of the policy;
generating a decoding key for decoding the postable item
into cleartext; and
transmitting the decoding key to a node requesting access
to view a decoded version of the postable item if the
requesting node satisfies the terms of the policy.
26. A computer program product for facilitating encoding

and decoding input at a form input field in electronic
webpage, the computer program product being embodied on
a non-transitory computer-readable medium and comprising
code configured so as when executed to perform operations
of:

detecting, via a listener, when an executing browser is
about to draw a third party webpage at the publishing
user node;

in response to detecting that the third party webpage is
about to be drawn, parsing the third party webpage for
input at a form input field by:
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parsing contents of the third party webpage to detect one or
more form input fields;
in response to detecting the posting of a unique postable
item being input at the form input field in the third
party webpage, the unique postable item received at
the form input field being posted by a publishing node
viewing the third party webpage; and
responding to the receipt of the postable item by (i)
generating a decoding key for decoding the postable
item, and (ii) assigning a policy for the postable item,
the policy defining conditions on which the postable
item is accessible to one or more viewing nodes;
responding to a request from a viewing node to decode the
postable item by determining whether the requesting
viewing node satisfies the terms of the policy;
generating a decoding key for decoding the postable item
into cleartext; and
transmitting the decoding key to a node requesting access
to view a decoded version of the postable item if the
requesting node satisfies the terms of the policy.

27. A policy node comprising one or more computer pro-
cessors configured to perform operations of:

detecting, via a listener, when an executing browser is

about to draw a third party webpage at the publishing
user node;
in response to detecting that the third party webpage is
about to be drawn, parsing the third party webpage for
input at a form input field by:
parsing contents of the third party webpage to detect one
or more form input fields;
receiving a postable item being input in the form input
field at the third party webpage; and
responding to the receipt of the postable item by (i)
generating a decoding key for decoding the postable
item, and (ii) assigning a policy for the postable item,
the policy defining conditions on which the postable
item is accessible to viewing nodes;
responding to a request from a viewing node to decode the
postable item by determining whether the requesting
viewing node satisfies the terms of the policy; and

transmitting the decoding key to the requesting viewing
node if the node satisfies the terms of the policy.

28. The policy node as in claim 27 wherein if the viewing
node fails to satisfy the terms of the policy, modifying a
portion of the third party webpage to cause the third party
webpage to be displayed with encoded content at the viewing
node.

29. The policy node as in claim 27 wherein if the viewing
node fails to satisfy the terms of the policy, substation content
is transmitted to the viewing node;

the viewing node responding to receipt of the substation

content by modifying a portion of the third party
webpage such that the third party webpage displays the
content.



